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NONLINEAR OPTIMIZATION PROGRAM PACKAGE

An integrated program package is  created to solve nonlinear
optimization problems either under or without regional .constraints
on the control parameters. Four iterative algorithms are included
to provide the solution of all the characteristic types of
optimization problems. New ratiocnal ideas are submitted to improve
the already used optimization methods and thus enhance the field of
application,reliability and the accuracy of the solution to be’
achieved.

INTRODUCTION

After the invention of computers optimization - methods  developed
quickly‘ and became widespread in technological practice in the
economical and social areas. The availability of a powerful methodology
for constructing mathematical models gave the possibility to research -
and find the optimal. working modes of industrial sites not only in
real-time conditions but ’also through "numerical experiments” on a
comput,er €13. ’ . . ;

The optimization procedures became an 1mport.aht. factor when
selecting a raticonal flowsheet and calcuiatlng mass and heat balance and. '
recently for digital simulation of dif‘ferent. processes in the field of
mineral processing and metalurgy [2,11-15].

Taking into account the complexity of the investigated phenpména and
the fact that the optimization problems of chemical and technological
mineral processing, and metalurgical sites are described mainly with the
help of nonlinear objective functions,the authors directed their efforts
to the development ‘of an integrated program system, providing the
solutions to a wide class of nonlinear optimization prol’alems.such as:

"Eloct.roheat Research and Production Enterprise,Electroheat, 1870 Sofia -
Botunetc, Bulgaria e 1

Higher Institute of Mining and Geolégy. De.part;ment.of Mineral
Processing, 1186 Sofia, Bulgaria ~ :

®
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finding the optimum of QCX>

for x S x € x . sl = 1,2u0. 0N

i min i + max
i 3 gl i
and FCX 20 RPN TCE 15N R I
where : QCX> . iz the obJ.ct.iv. fuxict.,lcn;‘
x is i-th limited control parameter;
F X is j-th regional constraint.
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) The syston locat,.s a global opu-uu of t.ho l‘ollowinq typical
objocu.vo functions: :

T univarite, multimodal under or without a.ny rog.l.anal const.raints

< multimodal function of s.v.ra.l variabln under or without ' any
‘constraint.s; f" » '

~ ridge type function. - ;

Necessary roquircmnt.s ‘of the ob,joct..lv. surface QLX> are: g :

- that the function be v.mint.orruptod anddeﬂ.nod inltho permitted area of )
control parmt.ors

-~ thatin the prosumod optimal point. thn objocu.vo funcuon has dofi-md
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partial derivates or nb. partial derivates (3]. ‘ '
The proéiso conditions to establisB a solution for t.ho problems
with constraints a.re ensured by the conditions of Kuhn~Tucker (18] a.nd
Fiacco-McCormick [4].
The maximum number o!'jcont.rol parameters x  and of the const.rainod
runctions F C€X> is 10, i.e. i =1,2,...,10 and J = 0,1,2,...,10. -

B

GENERAL STRUCTURE OF THE PROGRAM PACKAGE “CONOPTIMA®.

2 2
N

The program uni'vt consists. of a control moduio CSYSMENW and a
computing module set called by the control module. The system'# general
flowchart is shown on Fig.i. Modules MODL + MOD4 include particular
optimization procedures and everyone of them'is dos.lgnatod‘for{ra' specific
class of objective functions. By the user’'s wish he is provided with the
possibility to follow the execution of every module test example. If the
. super imposod regicnal constraints are uncompatible. the program system
gim a prompt that the problem can’t be solved.’

" The modules are composed according to the goncral flowchart,
illustrated on Fig.2.

Fig.2. Module :ceaposiuoh flowchart
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The pfogram package provides to the user the possibility to work with a
fixed optimization method CMODI v MOD4> or through the algorithm
superimposed in the module SYSMOD. )

This algorithm includes analysis of the user’s problem and submits
optimization procedures taking inte consideration the problem
peculiarities. A possibility is provided for consecutive application of
all the proposed methods, comparison of the results and selection of the

best one.
MODULE MO

This 'block treats the solution of optimization problems fo}
objective functions,with one conirol parameter. A simplified flowchart
of the module is shown on Fig.3 and the case to find a global maximum is

considered.
’ Oifo . ]
Yhin o[ =020 SUBROULINE ROSE__
Xmax

=

SUBROUTINE LIMITS

b

Fig.3. Simplified flowchart of module MOD 1.
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The problem of the numerical solution of that type of task when the

regional constraint.s are missed is considered to be solved. Up to now.
several methods of approach have been suggested, including the well
known : scanning,. dihotommy,golden section, and :.nterpolatién methbds
e.t.c.15,6,8,171. A .'
Frequently however, additional regional constraints of the type -
.Fj> 0, 3J=1,2,...,M are attached to the control parameter’s limits.
When applying some of those methods it is not always possible t.o
) obt,a.in t.he ,optimal solution. Because of that fact, ‘‘one original
technique— is suggested to define the global optimum of an objective
function one control parameter . The algorithm created includes a
modified combination of the scanning met.hod with constant step and the
golden section method. The foundation of the extreme value is guarant.eed
with definite accuracy even if it is critically located in relation to
the constraints and limits. The algorithm suggested is tested through
a great number.of examples and has been reliable with a relati\}ely quick

convergence and accuracy -of the sclution.
MODULE MOD2 o ¥

The module contains an optimizatioh procedure for the location of an
optimum for objective functions of the ridge type, Fig.4. The algorithm
is based on the existing well known method of Gelfand & Cetlyn [7]1. The
main functional unit of this module is the subroutine for numerical
finding of the components of the objective surface in a current point,.,
Fig.Ss. '
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7 - )
Xomin Y= =4 2min T
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Fig. 4. . ) Fig.58.

Ridge type objective t‘unct,ior; « Partial derivates and VG vector
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Two methods of approach for numerical differentiation are accepted: with
singleside and doubleside increments of the argument. In the second case B
a symmetry is provided regardless of the alocation of the current
co~ordinate in -rolation to the ],1m1£s. If the value _’ot‘ one of t.h,
parameters is on the corresponding limit, the gradient ¢ Q is defined
from the figures: ’

-~ Fig.Ba - by means of singleside increment along %3 ;

- Fig.8b - & -~ Ox =0, &K/ Ox’ = 0 and the gradiont. coincides with

axis x, -

Al ok
- '

Xomin 1 "mn
o 3 xiin Xi. ¢ b
X o

D +
Fig.8. Two cases of computing ¥Q vector.
It should be noticed that a lot of practical problems are described
by ridge-type functions because of the very difforont d.llnonslons of the
control parmtors. The method ct Gelfand & C.t.lyn 'is one effective

algorithm for solving such-a type of optimization problems. which was
confirmed by the authors when it was precisely tested.

MODULE MOD3

In this module an algorithm is realised from the class of the
direct mthods based on the adaptive random search. The movement towards
the optlnun is accelerated by means of modification of tho!algorithn of
Rastrigin (8] - random search with back st,op. The following method of
approach’ is - accepted: in case of consocut..lvoly falling inte the
successful step. point, the current step to increase proport.ionally to
the already reached number o!‘ .I.Lornt..lohs
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€1 +BL /[ 0,8.C1 +1g LL >I>

BL ’ -logical variaBle,having the value: |

"1 for LL # 1 and L= 0O

points; -

BL = » i
OforLL =1 or L ®0
CLb e currcnt, number of it,-rau.ons
L«‘m‘ i count.or of the consocutiw bad st.p
h = new valuo of the incrmnt.._

oi
- The algorithm quickly ~conv.rgons‘
and  is highly effective for
objective functions without' the
‘typical peculiarities either under

or without - any regional
: constraints.

'nus modul. is providod to
solve a v sl tioptimal aompl.x :
Ctranscendental). - objective
functions dopendont.on % control
parameters Ci "= 1.2,...,10) either
under - - Asuporinposid r-ogiémal :
' without = any

constraints. Essentially, ) the
algorithm is .a program combi nation
of the modifiedicemplex method of
‘Box [1,18], the method of moving
constraints (3,10] and the idea of
taking in the limits
‘control parameter in relation to
value,

constraints . or

of ovéry
the current - optimal
obtained ' after the
generation of a complex of points.
Unfortunately, this is the slowest

‘successful -

which gives a solution
only after a considerable number
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of lterations Cusually over B000>. Its main priority is the universality
of t};e £ype of the given objective function. The idea of the authors is
lillustréted in Fig.7 and for simplicity a single paramet.er objective
function is used for which the minimum is searéﬂ. The algorithm is
repeat.edly tested with t.he function of Rosenbrock [20ld:;-

QXX = x T X R s

for: 0= xiS 42, t =1,2,3

F‘CX) = x‘*- 2-xz+ a-x.

FzCXD = 72 - x = 2-'x=— 2-x"

FCX)ZO,‘j=12.

Q CXd >3455,68, for theoretica.l maximum equal e,tb« 3458, 00.

APPLICATION

. X 3

Since Lhe mid-nineteen sixties.many researches have been seriously
concerned with process models Canalyu.cal or -empiricald for various
ore-dressing problems. Those models can  serve Lo« increase proéoss
knowledge,assess circuit performance, investigate flowshee.ts and their
modifications, design new flowsheets, perform off/on-lime opt.imization.
and compare alf.ernat.ive control strategies. . . e 5 g

In the cases used here as examples. the authors::are confined only
to the most general application of the program package for certain

mineral processing purposes. . e

EXAMPLE 1

Optimizing Mineral Processing Plants and their: Operations

In his  article (211, J. Hollaway demonstrates the method of
resi;iual regression analysis for creating mathematical models of
treatment sites in the minerals industry. Using actual data,obtained
during the operation of a flotation plant, he studies the effect of a
fairly wide range of !‘act.ors on pyrite recovery. The relationship thus
obtained is of the following type: . )

Predicted RecoveryC:0 = =~ 840,48 + 2,636. Feed Gradel%

&
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+ 17..040. GrindC% - 200 mosh)
- 0,101. Grind® _
+ 23,524. Coll.Add. Ckg-td
: - ©0,037. ThroughputCt/dayd €1>
The model described Ceq. 13 is based on a real understanding of the
?ffects_ of the operating variables; however, it '‘is not sufficient fof
the process{i optimization. It is necessary to use an optimization approach

"that could result in maximum pyrite recovery at. ﬁhngLvon~ factors’

limits. The analysis of the model shows a considerable diffeérence in its

coefficients, which is characteristic of the ridge type funét.i_bn, Tha.t,
is why the method of Gelfand & Cetlyn CMOD 2 and the modified complex
method C(MOD 42 are chosen  as optimizatioh procodurovs,; The - results
ocbtained from the consecutive executions of the two methods ‘are”giv.,_n 11;3
table 1. i ' ' ' oo, e e P T
Table 1. i

T OPTIMUM VALUES
METHOD Recovery Feed Grade Grind Coll. Addition Throuthm.
.. %

gt %~-200m kgt t/day:
MoD 2 77,723 8,400 = 84,401 0,008 . 490.070,
MOD 4 L T7. 748 8,400 84,403 . 0,088 . ..480,070

Using this approach, in sights can be gained into the'plant ‘proe'cs: and .
its. opt.imization becomes a matter of scientific deduction. The poriodic,’

actmuzat.ion of the opum.m tochnological regime at a definite intorva]. 3

of u.mo. depending on the complo:d.t.y of oporations and t.hn varioty of‘ bl
the ore, will help u,s rat..lorml working. : -’

EXAMPLE 2
Laboratory Studies

The possibility for. the separate recovery of ions of hoavy
non-fon;ous ‘metals by sulﬁhidiziuon precipitation aﬁd . t,‘ho"suqcoid;ng"
stages flotation is shown in [10]. A complete lab fai,:t._or oxptr&p."nt. is
made to optimize the conditions of copper precipitation as cixS’vith
NaHS sulphidization agont.hho residual concentration: of cu.no/l dn

solution is takon as!anobjoctivo crlt.rion (funcuonal Q). vhtl. t.h.
independent variables are as tollowsf : :
x1-Pl";," - % % ‘

‘X2 - NaHS concentration, mg/l o sl ;

X3 - duration of surrmg throughout the procipltatlon. m,

X4 - stirring rate, minT?
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The final model is not drawn in the above cited paper. It is
mentioned only that the last two facters (X3 and X4) are insignificant.

By using the standard sophisticated progr’amm. Cmultiple linear
regression), the authors obtained the following relation:

Q = 6,02E-02 + 0,04°X1 + '1.25E-C4-X1-X2-— 2,50E-O4-X1-X3 +
3,12E-06-X2-X3
for thch Lho'cooff.lc.lent of multiple correlation is R z.0,97.
The stirring duration orfoc.t; ﬁﬁfing.brocipita;ion is studied by a
random search methed CMOD 3D, The r.osulf.s are illustrated in table 2.
' : Table2.

(&)

Top Limit

of X3, sec 180 180 200 210 220 230 240

RESULTS -

Quin, mgsl 0,138. 0,134 o.-1/3o_ ‘ b.1ée 0.118 0,107 o0,088|.
Xiopt 3,000 3,000 é.ooo 1 4.829 5,000 5,000 8,000
X2opt, mg/l  100,0 100,0 100,0 100;0 ' .100,0 100,0 100,0
X3opt, sec 180,0 180,0 200,0 210,0 220,0 230.0 240,0

b =

Def‘init. conclusions can be drawn on the basis of the data obtained; :
- the residual concentrarion of Cu®'in the solut..ton decreases with the
.lncroas- in stirring duration; ' ) '
- factor X3 has no effect on the optimum NaHS concentration €100mg-1);
~ a less acidic medium €O = 4,5 v 5,05 can bélused for optimum
characteristics of the ‘process.' at a  prolonged étirring time.

: The methodology described gives the possibility for the laboratory
experiments to be used as scientific foundations for - further
investigations in pilot. plant and industrial conditions.

EXAMPLE 3
Steady - state Simulation of Mineral Prqcnssing Circuits

In recent years, the benefication indv.'xstry is rapidly changing its
scene in terms of high energy cost.s and ores which have - become
increasingly difficult to process. This has led to the need for more
effective operation of mineral processing systems. . As a means of V
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imaving procoss ofticioncy. comput.er :1nulau.on.ls boing appu.od J.n‘

groat. numbor te crushing. grinding a.nd flotation circuits [&l. Son. of .

the more important uses of simulation are shown in (23, p.O’?]..,
The optimization . mot.hods a,ppliod in the imitation modolling of a
giv-n rlowhoot. find the following t.ppucations
_— for adJustmnt, md material balancing of mineral proc.ssinq dat,a, e -
- for dovolopm.nt of- opt.imum circuit porformnco. e L e 3
e thn making the mass balancos. the colloct.od uﬁtallurgical dat.a -
must be Adjustod. since Lhey are often rodundant. and  erroneocus’ due to
‘ 'mtural{ disturba.ncos, sampling @rrors., unr.liabln inst.rumnt. ro&douts md
J.aborat.ory analysis Lnaccuracics : 5.3 :
There are many publications on’ t.his t.op:lc t11 15.24]. uid‘t.h'c‘i'r‘
common point ‘is the minimization of a normuzod w.ighod sum ‘of sqaros:
functional: ~ . - ' T

_ { WiCDi,g - Di,ad }2 - . o £ Vi | N ;
Q=g S e S ® 1,2, N )

[ O »Di,j
where:: Wi - is t.ho woighod factor C usually oqual to m invorso:‘

k norm}itod standard dorivation ocu.mto)- e et
‘Di,g - is the i-th given data value; ' '
Di,a - is the i-th adjusted data value; ‘

"N - nunb.r ‘of - data point.s. -

. An mloqical fum:t.tonal can be made up also whon dot.oruining the
parapeters of - the model ‘used for process simulation Csee ref.(301, p.
@33).. . The authors”’ opimon is that the apt.imization proc.dures 'MOD 2

" MOD -4 succtssrully solve. t.h. problom for 'data adJust.mnt.. In order

to.nsur. ‘maxi mum ctticicncy of the op.rauons t,h- application of the -

‘program package is n.ccssary also: : .

~ for the optimization of tho ‘arrangement of flot.auon circuit,s 12‘5]- ) :

~ for simﬁating the influence 'of water ;ddition to a flotation-
flowsheet [26]; ' (!

- for invostigation on the .ffoctiof aorau.on rate and va.riat.tons in c-.ll <
volume {271, and e.t.c. ' ' ] :

. Detailed information < concerning simulation modellihg “of

ore-dressing proccsscs is available in the spccial literature [23.,28. 291. :

| ‘CONCLUSION

Th. d.v.lopod program unl.t, is r-alizod on t.hn algorithmc languaga
BASIC.. It .nrich.s the program fund for nutomtod solution of non.linoar »
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problems und erof without regionai constraints The necessity of
creating it imposed by the fact that the engineer, the technologist and
theresearcherbe51gn models, which are optimization problems inessence.
The product provides a possibility for complex research of a concrete
mathematical model (functiond for different  input data_ Cdifferent
control parameters, starting point’s co-ordinates; starting increments
e.t.c.D. By means of the selectéd program - algorithm set, thy
optimization of wide spectruﬁ of .technological characteristics ig
provided when. ever an accuracy is as sured one digital more than thas
assignesﬂ by the useér.The Program Package, a complete technica;
descriptions and user’s manual are available through TECHNOCOMMERCE
1113 Sofia. Bulgaria.
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Paapado'rana xommepnaa nporpma m pemem aemeﬁxux npodneu
QUTHMAIN3ALME K3 Oas JIOKATEEEX ROHETPONBHEX napane‘rpos. npexcrmann g9e-
THpe KTePPATHBHHE AATODHTMH, IO3BOIADEHE pemars BCE THIH onrmnsam— :
OHHHX HpoGJieM.. IpeACTaBNeHHNe HOBHE paunoxa.:mnne HIOR A YAYIMCHRA Cy-
MEeCTBYOIEX MeTOJOB on-rm.msam ' MOSBOJAWT pacmIpuTh HoJe IpeneJa EX-
npmenem, a. 'ram:e mamoc'rs n roqnocn no.uyqaem pemem :
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